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Abstract. A new network architecture with a novel training method is proposed in this paper which can 

achieve two tasks of road defects instance segmentation and lane detection. It is composed of a backbone and 

two independent output branches for instance segmentation and lane detection. The experiments are 
conducted on new datasets collected by us. Through our method of alternately training two network branches 

while continuously reducing the learning rate, it can be found that the accuracy of our two branches can be 

similar with the accuracy training with two different models. This shows the effectiveness of our training 

method. Furthermore, our method can reduce model memory. 
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1. Introduction

With the rapid development of the road network, road safety issues have received more and more

attention. In the case of vehicle crushing and weather damage, the road itself will suffer a lot of damage. 

Road defects not only affect pedestrians’ walking, but also affect vehicle driving. So how to quickly detect 

road defect has become a hot issue. Road defects detection can be regarded as an instance segmentation task. 

In the existing machine learning algorithms, such as instance segmentation [1-4] and object detection [5-

7], tasks are handled separately, that is to train a separate network for each task, and most neural network 

algorithms are single-task. However, in real life many issues should be considered together. For example, a 

self-driving car not only needs to distinguish objects in the scene, but also needs to identify lanes for safe 

navigation. In our research topic, we not only need to segment the road defects, but also we need to detect 

the lane where the defects is located, so that the defects can be repaired more quickly. The traditional method 

is to segment the road defects and detect the lane in the two networks separately, and then do a post-

processing. However, in this way the detection speed is slow and the network model is large. So we want to 

achieve two tasks in one network. That is, we want to detect the lane on the road while segment the road 

defects, so as to determine which lane the road defects is on. In our work, we collected road pictures and 

marked the road defects with reference to the coco format [8]. At the same time, we also marked the lanes on 

the collected road pictures. And we propose a new network [9], in our network, we have two different 

detection branches (instance segmentation branch and lane detection branch), sharing the same backbone. As 

for the input, we use two data sets in different formats, one is the road defects data set, and the other is the 

road lanes data set. By alternately training different network heads while continuously reducing the learning 

rate, our new training method can achieve the two tasks of road defects instance segmentation and lane 

detection in a network, so as to determine which lane the defects is in. 

2. Related Work

2.1. Lane Detection 

The lane detection technology [10] can detect the lane on the road, so that the vehicle can be correctly 

positioned in the lane. Lane detection has been developed for a long time. the traditional lane detection 

algorithm based on image processing has poor scene adaptability, poor robustness, and poor detection effect. 
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With the development of deep learning, the lane detection algorithm based on deep learning has shown the 

superiority in lane detection. These algorithms usually treat lane detection as a semantic segmentation task. 

For example, LaneNet [11] proposed a two-stage lane detection algorithm, including a lane edge proposal 

network and a lane positioning network. The lane edge proposal network is a semantic network with an 

Encoder-Decoder structure. By generating a pixel-by-pixel prediction probability, it is judged whether the 

pixel is a lane. Based on this method, information can be propagated between neurons in the same layer to 

solve the detection of occlusion or unobvious sight cues [12]. Ultra Fast Structure-aware Deep Lane 

Detection (UFDLD) [13] detect lanes based on the rows, and its network structure is simpler. At the same 

time, a new definition of lane detection is proposed. Lane detection is defined as finding a collection of the 

positions of lanes in certain rows of the image. This method eliminates the need for pixel-by-pixel 

classification, which can greatly improve the speed of lane detection. 

2.2. Instance Segmentation 

An image is a collection of pixels, and instance segmentation is essentially to classify each pixel in the 

image. With the development of deep learning, today's instance segmentation algorithms use convolutional 

neural networks (CNN) [14] to extract features in images, which greatly improves the performance of 

instance segmentation. Instance segmentation can be regarded as solving both semantic segmentation and 

object detection. There are many popular instance segmentation algorithms. The two-stage top-down Mask-

RCNN [2] inherits the basic network of Faster-RCNN [15] , the box branch is used for object detection, and 

a mask branch is added for semantic segmentation, Mask-RCNN [2] use RPN network to extract the region 

of interest in the feature map, then use the full convolutional neural network (FCNN) [16] to generate the 

mask in the region of interest, Mask-RCNN [2] can be seen as the beginning of multi-task learning under the 

RCNN structure [17] , and still dominates today. The two-stage bottom-up instance segmentation is mainly 

to perform pixel-level semantic segmentation first, and then distinguish different instances by means like 

metric learning. Single-stage instance segmentation is inspired by single-stage object detection. 

2.3. Multi-task Learning 

Since the development of machine learning, most of the machine learning models deal with a certain task 

individually, such as classifying images and detecting objects. Most of the time we design an algorithm and 

then through continuous iterative optimization, the task is finally completed. But in actual problems, there 

are many tasks that need to be considered together. Learning multiple tasks together can reduce model 

memory. At the same time, multiple tasks can get results at one time and speed up inference. In this article, 

we need to achieve two different tasks, one is the instance segmentation of road defects, and the other is the 

lane detection of the road. Through our training method, we can achieve two tasks in a network model.  

3. Methodology 

 

Fig. 1: The architecture of the proposed model. 
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3.1. Network Architecture 

The architecture of our network is shown in Fig. 1. This is a multi-task network that can achieve the two 

tasks of road defects instance segmentation and lane detection, which includes a backbone and two branch 

networks. The backbone is ResNet-101 [18], one of the two branch networks is a Mask-RCNN [2] detection 

network that includes FPN [7], RPN [15] and detector heads, and the other branch is a simple two-layer fully 

connected layer for lane detection, and an auxiliary network is added for training. 

3.2. Our Training Method 

Our method is to alternately train two network branches while reducing the learning rate. And for the 

two network branches, we input different data sets. The backbone network extracts feature maps, so sharing 

a backbone for two different branches does not cause the backbone to offset to a certain branch, and the 

fluctuation of the backbone gradually decreases during the alternate training process, finally achieve a 

balanced status. Another important thing is to adjust the learning rate. In our training method, we reduce the 

learning rate of the two branches after each alternate training. And reducing the learning rate can be seen as a 

fine-tuning process [19], the accuracy of two branches will gradually increase in this process. 

3.3. Training Methods For Different Branches 

When training the lane detection branch, we freeze the instance segmentation branch and input the lane 

data set for training. For training this branch, we have two training stages, the first stage is training lane 

detector head, and the second stage is training all layers in this branch including backbone [20]. When 

training the instance segmentation branch, we freeze the lane detection branch, and input the road defects 

data set for training. For training this branch, we have three training stages, the first stage is training detector 

head, the second stage is fine-tuning ResNet-101 (backbone) [18] stage 4 and up, finally fine tune all layers 

in this branch. In general, for training each branch, our method is to freeze backbone first, train the head of 

this branch, and then train the entire branch including the backbone together. We let the heads adapt to the 

backbone, so that after each alternate training, the deviation of the backbone is not too large. Through 

alternately training two network branches while continuously reducing the learning rate, our two branches 

can have good performance.  

4. Experiment 

4.1. Datasets 

In order to complete our experiment, we will use two datasets, namely the road defects dataset (RDD) 

and the lane dataset (LD). Our RDD is a rich dataset, it is collected by us to research road defects in cities. 

Using artificial intelligence to detect road defects and making quick repairs is the purpose of our research on 

road defects. While collecting road defects, we spent a lot of time referring to the format of the coco dataset 

[8] to label them with the help of an annotation tool called Labelme, it is worth mentioning that our data set 

has made a great contribution to the study of urban road defects. Our RDD has 14 different categories, 

namely hole, rent, net, load-swelling, subsidence, line-damaged, well-PV, manhole-cover, damage-fixed, 

guardrail, guardrail-stone, human, car, peeling. More details are shown in the table 1 below. Another 

auxiliary dataset is our lane dataset (LD), Our LD is also collected by us to research lane. In this article, we 

use this dataset to determine the location of road defects [21]. The scenes we collected are some scenes in 

downtown Shanghai and highways. Some more details are shown in the table 2 below. 

Table 1:  Data sets description of RDD 

Data set Training set Test set Resolution Category 

RDD 1953 480 1920*1080 14 

Table 2:  Data sets description of LD 

dataset Train Test Resolution Lane Environment 

LD 1728 444 1920x1080 ≤ 4 Urban and highway 
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4.2. Evaluation Metrics 

We have two network branches, so for different branches, their evaluation metrics are different. For the 

lane detection branch, we refer to the evaluation metric of the TuSimple dataset, the evaluation metric is 

accuracy, and the accuracy is calculated by: 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
∑ 𝐶𝑖𝑚𝑔𝑖𝑚𝑔

∑ 𝑆𝑖𝑚𝑔𝑖𝑚𝑔
                                                                       (1) 

Cimg is the number of lane points predicted correctly and 𝑆𝑖𝑚𝑔 is the total number of ground truth in each 

image. 

Actually, we use top1,top2, top3 accuracy. Top1, top2, top3 accuracy are the metrics when the distance 

of prediction and ground truth is less than 1, 2 and 3, respectively. And top1 accuracy is the standard 

classification accuracy [14]. For the instance segmentation branch, we use mean average precision (mAP) on 

IoU = 0.50:0.95 for comparison [2]. 

4.3. Training Details 

For different branches, the training details are different. For lane detection branch, images are resized to 

800*288 following. We use Adam [22] to train this branch with cosine decay learning rate strategy, the batch 

size is set to 4. For instance segmentation branch, images are resized to 960x540 following, we use SGD to 

train this branch, the batch size is set to 16. We train and test the model all in an NVIDIA GTX 1080Ti GPU. 

For the whole training process, firstly we pre-trained the instance segmentation branch with the coco data set 

[8]. And then during the first alternate training, for training the instance segmentation branch, the learning 

rate is set to 0.01, and we have three training stages for training this branch introduced in previous section. 

The training epoch for each stage is 40, 80, 40, for the third stage, the learning rate is one tenth of the one in 

the first stage. For training lane detection branch, the learning rate is set to 0.0002, cosine decay learning rate 

strategy is set to 4e-4. We have two training stages for training this branch introduced in previous section. 

The training epoch for each stage is 200, 100. For the second stage, the learning rate is one tenth of the one 

in the first stage. After each alternation, we reduce the learning rate and training epoch of the two branches. 

And we alternately train this model four times in total. 

 
Fig. 2: The experimental results for different models. 
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4.4. Results And Analysis 

a) Compared with other training methods: For our training methods, two methods are used for 

comparison. The first training method is that we first train the instance segmentation branch, 

including the head and backbone, and then freeze the instance segmentation branch and backbone, 

and only train the lane detection head. We call it comparison method I. The second training method is 

that we first train the lane detection branch, including the head and backbone, and then freeze the lane 

detection branch and backbone, and only train the instance segmentation head. We call it comparison 

method II. Both top1, top2, top3 accuracy [14] for lane detection branch and mAP [2] for instance 

segmentation branch are compared in this experiment. The results are shown in TABLE 3. From the 

table, we can see that our method achieves great performance in both branches, and our method 

achieves comparable performance with comparison method I for instance segmentation branch, 

comparison method II for lane detection branch. And the comparison methods only achieve great 

performance in one branch. 

Table 3:  THE Tops (%),mAPs (%) for different methods 

Train method Top1 Top2 Top3 mAP 

Ours method 79.1 96.4 98.0 59.7 

comparison I 73.2 91.6 94.6 59.9 

comparison II 80.0 96.7 99.2 25.2 

b) Compared with separately trained model: we compare the results of our training method with the 

separately trained model. We train the Mask-RCNN [2] on our road defects dataset and train the Ultra 

Fast Structure-aware Deep Lane Detection (UFDLD) [14] on our lane dataset. The result for instance 

segmentation branch is compared with Mask-RCNN [2] and the result for lane branch is compared 

with UFDLD [14]. It can be seen in TABLE 4. From the table, our method achieves comparable 

performance with Mask-RCNN [2] for instance segmentation branch, UFDLD [14] for lane detection 

branch. 

Table 4:  THE Tops (%),mAPs (%),memory (KB) on different models 

Model Top1 Top2 Top3 mAP Model memory 

Ours 79.1 96.4 98.0 59.7 346655 

Mask-Rcnn -- - - 59.9 250715 

UFDLD 79.7 96.6 98.2 - 239221 

We can see that through our training method, our model can achieve two tasks of instance segmentation 

and lane detection. And both of two branches have great performance. It shows the effectiveness of our 

proposed training method. The visualizations of our model and other compare models are shown in Fig. 2. 

We can see our model performs well. 

5. Conclusion 

In this article, our main contribution is that we propose a new training method. Through our method of 

alternately training two network branches while continuously reducing the learning rate, we can achieve two 

different tasks of instance segmentation and lane detection in a network, it can be found that the accuracy of 

our two branches can be similar with the accuracy of training with two different models from experiments 

results. This shows the effectiveness of our method. Not only can our method reduce the model memory, but 

also speed up the detection speed. In addition, we have collected a new road defects data sets for research on 

road defects problems, it is conducive to the research of road defects, while ensuring the safety of the road. 
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